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EA-ALMA Development projects in KASI

• GPU Spectrometer for the ALMA TP Array

• Multi-beam receiver for the ALMA TP Array and ASTE
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1U 4 GPU Solution Extends Supermicro’s Leadership in Supercomputing Servers 

GPU / Xeon Phi™ SuperServers Offer Superior Performance, Density and Efficiency  

Supermicro Offers the Best Supercomputing 
Servers  
Supermicro continues to enable a highly scalable, 
energy efficient future for parallel computing with 
our latest Green Supercomputing solutions. 
Highlighting our expertise in maximizing compute 
density, performance and power efficiency, our 
latest 1U SuperServer® supports up to four NVIDIA 
GPU or Intel® Xeon Phi™ accelerator cards and dual 
CPUs and is powered by our highest efficiency 
redundant Titanium Level digital power supplies.  
 
The new Supermicro SYS-1028GQ-TRT supports up 
to 4 NVIDIA® Tesla® K80 dual-GPU accelerators (up 
to 300W) or Intel Xeon Phi™ with a streamlined 
layout architecture that enables PCI-E direct connect 
for best signal integrity as well as elimination of 
complex cabling, repeaters, and GPU pre-heat for 
maximum airflow and cooling. The system also 
supports dual Intel® Xeon® E5-2600 v3 processors 
(up to 145W), up to 1TB ECC DDR4-2133MHz in 16 
DIMM slots, front 2x 2.5” hot-swap SATA drive bays 
plus 2x 2.5” internal drives, dual 10GBase-T ports 
and intelligent, redundant 2000W (1+1) Titanium 
Level high-efficiency power supplies. This 
architecture allows the SYS-1028GQ-TRT to operate 
at high ambient temperatures, allowing customers 
to save significant TCO (Total Cost of Ownership) and 
establishing a best-in-class solution for the widest 
range of customers’ supercomputing challenges.  
  

 
 

Figure 1: SYS-1028GQ-TR(T) with 4 NVIDIA GPU cards 

Supermicro Is the #1 Customer Choice for 
Supercomputing Servers 
The Supermicro SYS-1028GQ is the clear winner 
when compared with the Dell PowerEdge C4130, its 
primary rival in the 1U 4 GPU supercomputing server 
market space. Supermicro’s superior CPU direct 
connect design optimizes signal integrity and airflow 
to eliminate the GPU pre-heating, PCI-E extension 
cables, and re-drivers that add to the Dell system’s 
complexity, cost, extra power consumption, and 
latency. Power efficiency is further enhanced by fully 
redundant Titanium Level (96%+) power supplies, 
while the Dell system employs lower wattage power 
supplies with the potential for under-powering a 
fully loaded system and degrading performance 
when one power supply is unavailable. The 
Supermicro SYS-1028GQ also supports up to 4x 2.5” 
drive bays with fully redundant power supplies, 
while the Dell system must eliminate one power 
supply in order to add 2 additional 2.5” drive bays. 
The Supermicro system is unique in supporting 
NVIDIA GeForce GPU cards which may be required 
for certain customer applications.  
 

 
Feature 

Supermicro 
SYS-1028GQ-TR(T) 

Dell 
PowerEdge C4130 

Direct CPU 
connection for 
lowest latency 
and power 
consumption 

Yes 
Requires extra  
re-driver chips  

and cables 

Front 2x 2.5” 
Hot-swap and 
internal 2x 2.5” 
drive bays 

Yes 
No 

(Sacrifices 1 PWS 
for 2x 2.5” bays) 

Active GeForce 
GPU support Yes No 

High Energy 
Efficiency Power 
Supplies 

2000W fully 
redundant 

1600W redundant 
when no hot-swap 

HDDs installed 
35°C Ambient 
Temperature 
Operation 

Yes 
No 

(Conditional 25°C 
ambient) 

 

Table 1: Competitive Comparison 
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Wiener-Khinchin Theorem
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Fig. 1. Comparison of the filter response for an XF (dotted), FX (dashed) and an 8-tap, Hamming-windowed PFB (solid).
The PFB structure greatly increases inter-channel isolation. While windowing functions may be applied to the XF and FX
data, this increases the width of the filter.

delay & multiply time average
x(t)

X(!)

x(t)x(t-") 〈x(t)x(t-")〉

Sxx∣X(!)∣2
time average

DFT DFT

square

Fig. 2. Schematic representation of the Wiener-Khinchin theorem, which states that a power spectrum, Sxx, may be con-
structed from a time series of measurements, electric field x(t), via transformation in the time or frequency domains (the upper
or lower paths, respectively).

2.3. The Rise of Polyphase Filterbanks

A polyphase filterbank (PFB) is a computationally e�cient structure used to create a band of digital
filters. This is constructed from a polyphase finite impulse response (FIR) filter frontend that precedes an
FFT; it o↵ers far better isolation between channels than both XF and FX implementations (Figure 1).
PFB-based correlators can still be considered ’FX’ as the FFT can itself be considered a critically-sampled
filterbank. The PFB architecture was first introduced by Schafer & Rabiner (1973), and further popularized
by Bellanger et al. (1976).

XF correlator

FX correlator



Three Technologies for Correlator

• ASIC (Application-Specific Integrated Circuit)
• Example, ALMA 64-antenna correlator

• FPGA (Field-Programmable Gate Arrays)
• Example, ALMA ACA correlator

• Software (high level-languages, e.g., C/C++, MPI, CUDA/OpenCL)
• Example, ALMA ACA spectrometer



Largest Correlators in the world
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Table 1. Specifications of selected correlators with large figures of merit, NantB and N2
antB. Note

that this table does not account for other characteristics, such as beamforming capability, data
output rate, etc.

Telescope Reference Nant B NantB N2
antB

(GHz) (GHz) (GHz)
CHIME-1024 Vanderlinde et al. (2014) 1024 0.4 409.6 419430

ALMA Baudry et al. (2012) 64 16.0 1024.0 65536
HERA-352 DeBoer et al. (in press) 352 0.2 70.4 24781
ASKAP Tuthill et al. (2014) 36 0.3 388.8† 13997‡

eVLA Perley et al. (2009) 27 8.0 216.0 5832
LEDA Kocz et al. (2015) 256 0.058 14.85 3801
MeerKAT Jonas (2009) 64 0.856 54.78 3506
AARTFAAC-12 Prasad et al. (this issue) 576 6.25 3.6 2074
PAPER-128 Cheng et al. (2016) 128 0.100 12.8 1638
SMA Primiani et al. (this issue) 8 16.0 128.0 1024
MWA Ord et al. (2015) 128 0.030 3.84 492
uGMRT Reddy et al. (submitted) 32 0.4 12.8 410
EOVSA Nita et al. (this issue) 16 0.6 96 154
LOFAR de Vos et al. (2009) 48 0.032 1.54 74
† Computed as NbeamNantB, with the number of beams Nbeam=36.
‡ Computed as NbeamN2

antB with Nbeam=36.

That said, the recent advent of fixed-point and low-bitwidth instructions in o↵-the-shelf GPU hardware
(8 and 16-bit), driven by visualization and Deep Learning applications in other disciplines, has the poten-
tial to boost power e�ciency considerably for radio astronomical applications involving noise-like signals.
This includes pulsar and transient pipelines (Barsdell et al., 2012; Adámek & Armour, 2016), polyphase
filterbanks (Chennamangalam et al., 2014; Adámek et al., 2016), and for correlator X-engines in hetero-
geneous systems (Harris et al., 2008; Clark et al., 2013). The NVIDIA Pascal (2016) architecture was the
first to o↵er both 8 and 16-bit instructions that are accelerated with respect to 32-bit floating point.

Three papers in this special issue utilize GPUs: the HIPSR system at Parkes (Price et al., this issue),
the AARTFAAC all-sky monitor (Prasad et al., this issue), and the pulsar timing system at the Deep Space
Network (Kocz et al., this issue).

5. Future outlooks

5.1. Drivers for correlators

While correlators are only one of many types of DSP backend, their design, size and implementation
platform are indicative of the technology available during their design period. Two main factors driving
the requirements of cross-correlators are the number of antennas, Nant, and the processed bandwidth, B.
At low-frequency (under 1 GHz), the ratio of bandwidth to Nant is low, whereas at high-frequencies (above
100 GHz), the ratio of bandwidth to antennas high. For example, the correlator for the Long Wavelength
Array (LWA) at Owens Valley has Nant=256 and B=58 MHz (Kocz et al., 2015), whereas the Atacama
Large Millimeter Array (ALMA, Wootten & Thompson, 2009) has Nant=66 and B=8 GHz.

For cross-correlators, two figures of merit for digital systems are their bandwidth and compute require-
ments. The aggregate data rate or throughput is simply NantB, and the number of computations required
scales as N2

antB. Table 1 lists the ‘largest’ correlators in the world, defined by N2
antB. It should be noted

that these two figures of merit do not fully reflect the complexity or capability of every system.

Data rate # of calculations

FPGA+GPU
ASIC

Price+ 2017

FPGA (CASPER)

FPGA+GPU

GPU



Pros/Cons of Software Correlator
• Pros of software spectrometer

• rapid and easy development

• flexibility (e.g., RFI) and expandability

• 32bit floating point operations (high-precision)

• Commodity Off-The-Shelf Technology (COTS)

• Disadvantages of software spectrometer

• low performance/Watt



NVIDIA GPU Roadmap

Tesla K40:
single precision 5.04Tflops 

Geforce Titan X:
single precision 6.6Tflops 

Tesla P100:
single precision 10.6Tflops 

Tesla V100:
single precision 14 Tflops 



Prototype GPU spectrometer





GeForce
Titan X

• Maxwell architecture 

• CUDA cores: 3072

• base and boost clocks: 1000, 1075MH
z

• performance: 6.14~6.6 Tflops single pr
ecision 

• memory Bandwidth: 336.5 GB/sec

• memory: 12GB

Tesla     
K40m

• Kepler architecture

• cores: 2880

• base, boost clocks: 745 MHz, 810 MHz an
d 875 MHz

• performance: 4.29~5.04 Tflops single preci
sion

• memory bandwidth: 288 GB/sec

• memory: 12 GB

• Maxwell architecture 

• CUDA cores: 2048

• base clock: 1064 MHz

• performance: 4.36 Tflops single 
precision 

• memory Bandwidth: 224 GB/sec

• memory: 4 GB

GeForce 
GTX 980



data copy from CPU to GPU

• converges to 12.5 GB/sec < 16GB/
sec (PCIE 3)  

• 2 bits/sample: 12GB/sec —> 48 G
samples/sec (24 GHz bandwidth)

• 3 bits/sample: 12GB/sec —> 32 G
samples/sec (16 GHz bandwidth)

• 4 bits/sample: 12GB/sec —> 24 G
samples/sec (12 GHz bandwidth)

1024 16384 1048576



Data bit conversion (2 or 3 bits to 32bits)

• lookup table for a 2 bit

• {-3.3359, -1.0, +1.0, +3.3359}

• lookup table for a 3 bit sample

• {-7.0f, -5.0f,-1.0f, -3.0f, +7.0f, +5.0f, 
+1.0f, +3.0f}

• ~ 50 Gsamples/s for 2bit and 3bit sa
mples with GTX Titan X



cuFFT
cufftPlanMany(….);
cufftExecR2C(plan, idata, odata)

• total number of samples: 250*2^20

• 7.5~17.5 Gsample/sec  (3.8~8.8 GHz in 
single polarization)

• ACA correlation used 2^20 point FFT

• for a given number of samples, 
FFT performance is higher at small fft 
points



FFT performance of different GPU cards



Test results of using the NRO 45-m antenna

Results of NRO test observations using a GPU spectrom
eter

K-GPU Spectrometer

SAM45

SiO (v=2, J=1-0) @ 42.8GHz SiO (v=1, J=1-0) @ 43.1GHz 



Results of test obse
rvation using KVN Y
onsei antenna

Orion KL 
H2O and SiO maser 
lines

from Korea through the East Asia partnership.

In the development of the new spectrometer with a GPU, 

KASI is responsible for the design, development, verification, 

and shipping to Chile, while NAOJ assumes responsibility for 

the development and system design of software and hard-

ware and integration into the entire ALMA system. The col-

laborative development has already started, and the Prelim-

inary Design Review (PDR) for the spectrometer was carried 

out in February 2017. In response to the results of the review, 

the development plan was endorsed by the ALMA Scientif-

ic Advisory Committee (ASAC) and then officially approved 

by the ALMA Board. The development project is moving for-

ward toward the Critical Design Review (CDR) scheduled in 

2019 and test observations with the spectrometer integrat-

ed into ALMA in 2020. The new spectrometer will be made 

available to scientists around the world from ALMA Science 

Observation Cycle 10, which will start in October 2022.

Figure 1. Schematic design of the Science DMZ network infrastructure 
(top) and the KASI Data Transfer Node (DTN) provided by KISTI (bottom).

One of the key elements in supporting science applica-

tions of big data is to provide high-bandwidth network 

infrastructure ensuring fast delivery of large-volume data-

sets to the local computing facilities. KASI has been heavily 

utilizing the Korea Research Environment Open NETwork 

(KREONET) for the transfer of large-volume data produced 

by domestic and international observational facilities, e.g., 

Korean VLBI Network (KVN), Solar Dynamics Observatory 

(SDO), and Korea Microlensing Telescope Network (KMT-

Net). In order to accommodate emerging needs for even 

higher-scale data rates expected from the upcoming ob-

servational facilities, e.g., Large Synoptic Survey Telescope 

(LSST) and Square Kilometre Array (SKA), a more efficient, 

faster pathway dedicated to the delivery of scientific big 

data between international data archives is required.

Science DMZ is a network architecture to support big 

data. It is a specially-designed secure network to han-

dle high volume data without performance limits from 

packet losses through stateful firewalls over the internet 

(Fig. 1, top). Korea Institute of Science and Technology In-

formation (KISTI) successfully joined the Pacific Research 

Platform (PRP) as an international partner in early 2017 

by coalescing the Data Transfer Nodes (DTNs) into the 

international Science DMZ network, and kindly provided 

a dedicated DTN to KASI campus in October 2017 (Fig. 1, 

bottom). Combined with the high-bandwidth (100GbE) 

network through KREONET, the KASI DTN will serve as a 

bi-directional gateway to the big data freeway and greatly 

help the data delivery from the ongoing/upcoming large-

scale survey projects, and will also serve   the international 

community by providing faster access to KASI’s own data 

products.

Science DMZ: 
“Big Data Freeway”
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In November 2017, the ALMA (Atacama Large Millimeter/

submillimeter Array) Board approved the development 

of a new spectrometer for the Total Power Array of the 

ALMA telescope. The development will be undertaken by 

KASI and the National Astronomical Observatory of Japan 

(NAOJ) as part of the ALMA Future Development Program 

with the aim of ensuring ALMA will continuously produce 

remarkable scientific results for the future. The approval 

of the spectrometer project by the ALMA board is rec-

ognition of the cost-effective development plan and the 

successful collaboration between KASI and NAOJ. A GPU 

(Graphic Processing Unit) spectrometer will become the 

first instrumental contribution to the ALMA community 

Development of 
GPU Spectrometer for the 
Total Power Array of the 
ALMA telescope
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We started a new five year project, ‘Development of a 

solar coronagraph on International Space Station (ISS)’, 

in 2017. The final goal of the project is to develop a solar 

coronagraph in collaboration with NASA and to operate 

it on the ISS. The project is performed in two steps. First, 

for technology demonstration, a balloon-borne experi-

ment (BITSE; Balloon-borne Investigation of Temperature 

and Speed of Electrons in the corona) is scheduled to be 

launched in September 2019. Finally, the coronagraph 

will be installed and operate on the ISS in 2021. Mission 

roles of KASI are design and fabrication of the computer, 

camera, filter mechanism, flight and ground software, sci-

ence data center, and data analysis. The scientific goal of 

the project is to understand the physical conditions in the 

solar wind acceleration region, and the sources and accel-

eration mechanisms of the solar wind.

Development of a 
Solar Coronagraph on the 
International Space 
Station (ISS)
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Figure 2. A prototype GPU spectrometer with four GPU cards and 
two data acquisition cards

Figure 3. Uncalibrated Spectra of Orion KL water and SiO masers 
obtained from a prototype GPU spectrometer with the KVN (Korean 
VLBI Network) Yonsei antenna.

Figure 4. Project overview: the project includes eclipse observation 
in 2017, a balloon experiment in 2019, and installation on the ISS 
in 2021.
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Conclusions

• The performance of GPU is good enough to make a spectrometer 

for a single dish antenna or a correlator for an array with modest 

number of antennas.

• A GPU spectrometer (one server with four GPU cards) could 

process data streams of 32Gsamples/s from one ALMA antenna in 

real time.

• The most time-consuming part is FFT, but cuFFT (in CUDA FFT library) is 

fast enough for our spectrometer.


