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JCMT Calibration



General Telescope Calibration



- Pointing 

- Carried out by TSS as needed 
throughout night. 

- Normally 2” standard deviation 
in x and y, approx 3” absolute. 

- Monitoring of standards 

- All instruments. 

- Routinely observe standard/s 
at night to check instrument is 
working within normal 
parameters 

- Follow up on longer time 
scales by staff. 

- Monitoring of instrument 
performance (temperatures etc) 

- Inclinometry carried out regularly

Observatory Monitoring

https://www.eaobservatory.org/jcmt/wp-content/uploads/sites/2/2021/05/IMG-5334-scaled.jpg



SCUBA-2 Calibration (and POL-2)



While the observations are 
being written, the 
instrumental values are 
calibrated into units of pW by 
using a “fast flat” 
observation. 

The raw data you download 
has already applied this 
calibration.

Applied by the Instrument Software



- Telescope regularly observes bright point sources with a known flux.  
 Primary calibrator is Uranus, with CRL-618 and CRL-2688 being the next two most used sources.  

-  We derive the conversion from the instrumental units (pW) to mJy/arcsecond^2 or mJy/beam 

- Reduce the observation with the ‘BRIGHT POINT SOURCE’ ORAC-DR recipe. 

-  Calculate the detected signal inside an aperture to get the Arcsecond FCF.  

- Calculate the fitted Gaussian peak of the source to get the Beam FCF .  

-   Requires large number of observations due to high intrinsic scatter of results.  

-  An absolutely uncertainty in the flux of Uranus of ~5% at these wavelengths.  

-  Original work done in Dempsey et al 2013, updated with many more years in Mairs et al 2021. 

-  Applied during/after data reduction process  

After Observing: Flux Conversion Factors



- Repeated and improved original Dempsey 2013 et al analysis with far more data. 

- Derived improved extinction corrections, incorporated into SMURF ‘makemap’ software 
as of Starlink 2021A 

- Checked for date variation in FCF based on known events that may have affected 
SCUBA-2 performance significantly enough to change FCF values. 

- Identified 3 date ranges (450um) and 2 date ranges (850um) where we should be 
changing the default FCF used.

Mairs Et Al 2021: Updated FCF Values



Uranus calculated 
FCFS in the different 
epochs from stable part 
of night. 

- Grey areas indicate 
no data used for FCF 
calculation due to 
issues. (WVM, SMU, 
GoreTex) 

- Colored regions 
indicate different 
time based FCF eras. 

- 2018 June 30th: 
Secondary mirror 
fixed 

- 2016  Nov 19th: 
Thermal filter 
stack updated 
(450 only)
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Figure 3. Flux conversion factors (FCFs) derived using flux measurements of the primary calibrator Uranus during the stable
part of the night (07:00-17:00 UT) as a function of date. The gray shaded regions indicate epochs that are not included
in the FCF determinations. The earliest two excluded time intervals indicate when there was no reliable WVM obtaining
data from the JCMT. The third interval indicates when the GORE-TEX™ membrane was removed from the telescope for
POL-2 commissioning. The latest excluded interval indicates the time when the secondary mirror was malfunctioning (see
Section 4.1.1). The horizontal, shaded regions indicate the median FCF value over each span of time and the associated median
absolute deviation added in quadrature with the 5% uncertainty in the Uranus flux model. The black (dotted) lines indicate the
original FCF value derived by D13, adjusted for the newly derived opacity relation, assuming the most common atmospheric
transmissions during observations (see Figure 2). The recommended FCFs to apply to observations obtained in the stable part
of the night are summarised in Table 4. Left: Peak (Top) and Arcsecond (Bottom) FCFs derived at 450 µm. The solid, vertical
line at the right edge of the latest gray region marks 2018 June 30, when the secondary-mirror malfunction was fixed. Data
wherein the atmospheric transmission are less than 10% are excluded. Right: Peak (Top) and Arcsecond (Bottom) FCFs derived
at 850 µm. The solid, vertical line marks 2016 November 19 when the SCUBA-2 thermal filter stack was updated. Data wherein
the atmospheric transmission are less than 25% are excluded.



The New Standard FCFs

8 Mairs et al.

Table 3. Uranus-derived FCF Information⇤

MJD ⌧a
225 Ab 450 µm Peak FCFc 450 µm Arcsec FCFd 850 µm Peak FCFc 850 µm Arcsec FCFd

(Jy pW�1 beam�1) (Jy pW�1 arcsec�2) (Jy pW�1 beam�1) (Jy pW�1 arcsec�2)

... ... ... ... ... ... ...

56088.6892 0.066 1.085 515.80 4.91 503.46 2.25

56102.7249 0.054 1.066 732.73 5.51 547.90 2.35

56103.7297 0.054 1.077 528.94 4.92 506.83 2.27

56105.5995 0.041 1.221 495.46 4.55 515.29 2.25

56105.7215 0.043 1.073 535.79 4.88 510.93 2.27

56109.7449 0.048 1.153 645.76 4.53 551.56 2.30

56109.6842 0.050 1.048 599.89 4.71 543.25 2.30

56110.5168 0.043 1.859 403.92 3.80 531.33 2.27

56110.6040 0.046 1.151 402.80 3.99 494.46 2.22

56112.5498 0.046 1.408 488.38 4.36 539.04 2.31

... ... ... ... ... ... ...

Note—aThe opacity of the atmosphere at 225 GHz at the time of the observation.
bThe airmass at the time of the observation.
cPeak fluxes were measured by performing a Gaussian fit to the source while the data was still in units of picowatts.
These measurements were then compared to the expected (model) peak flux of Uranus at the time of observation.
dTotal fluxes were measured using aperture photometry while the data was still in units of picowatts. The total flux
was calculated within a 1 arcminute diameter aperture centered on the source. The background level was determined
using an annulus with inner diameter 1.5 arcminutes and outer diameter 2 arcminutes. These measurements were then
compared to the expected (model) total flux of Uranus at the time of observation.
⇤ The full table is available in the online version.

Table 4. Recommended FCFs for observations obtained between
07:00-17:00 (UTC).

Wavelength, Date Range FCFpeak FCFarcsec

450 µm, Pre 2018 Jun 30 531 ± 93 4.61 ± 0.60

450 µm, Post 2018 Jun 30 472 ± 76 3.87 ± 0.53

850 µm, Pre 2016 Nov 19 525 ± 37 2.25 ± 0.13

850 µm, 2016 Nov 19 to 2018 Jun 30 516 ± 42 2.13 ± 0.12

850 µm, Post 2018 Jun 30 495 ± 32 2.07 ± 0.12

Note—These FCFs assume the opacity relations presented in
Equation 6 and Table 1 were applied during the extinction cor-
rection. The same extinction correction must be used for a direct
comparison with the FCF values presented by D13. The atmo-
spheric transmission lower limits included in the FCF determi-
nation are 10% and 25% for 450 and 850 µm, respectively. The
primary calibrator, Uranus was used to derive these FCFs.



Variation 
Throughout 
Night

12 Mairs et al.

14:00 18:00 22:00 02:00 06:00 10:00 14:00

HST (HH:MM)

0.0

0.5

1.0

1.5

2.0

2.5

N
or

m
al

iz
ed

P
ea

k
F
C

F

450 µm
Arcsec FCF

Winter

Spring

Summer

Autumn

00:00 04:00 08:00 12:00 16:00 20:00 00:00
UT (HH:MM)

14:00 18:00 22:00 02:00 06:00 10:00 14:00

HST (HH:MM)

0.8

1.0

1.2

1.4

1.6

N
or

m
al

iz
ed

P
ea

k
F
C

F

850 µm
Arcsec FCF

Winter

Spring

Summer

Autumn

00:00 04:00 08:00 12:00 16:00 20:00 00:00
UT (HH:MM)

14:00 18:00 22:00 02:00 06:00 10:00 14:00

HST (HH:MM)

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

N
or

m
al

iz
ed

A
rc

se
c

F
C

F

450 µm
Arcsec FCF

Winter

Spring

Summer

Autumn

00:00 04:00 08:00 12:00 16:00 20:00 00:00
UT (HH:MM)

14:00 18:00 22:00 02:00 06:00 10:00 14:00

HST (HH:MM)

0.7

0.8

0.9

1.0

1.1

1.2

1.3

1.4

N
or

m
al

iz
ed

A
rc

se
c

F
C

F

850 µm
Arcsec FCF

Winter

Spring

Summer

Autumn

00:00 04:00 08:00 12:00 16:00 20:00 00:00
UT (HH:MM)

Figure 5. Normalized Peak (top) and Arcsecond (bottom) FCFs at 450 (left) and 850 µm (right) as a function of observation
time. All FCFs are derived using the primary calibrator Uranus and secondary calibrator CRL 2688. The results presented in
Table 4 were used for the normalization. No data are included for the periods in which there were no reliable JCMT WVM
data, the GORE-TEX™ membrane was removed, or the secondary mirror was malfunctioning (see Figure 3). The vertical lines
mark the beginning and end of the stable observation period from 07:00–17:00 (UTC). The horizontal (dotted) lines show the
FCF uncertainties derived for the stable observation period around a value of 1.0 (horizontal, solid line). Data are colored
according to season: blue circles represent Winter, green squares represent Spring, yellow triangles represent Summer, and
orange crosses represent Autumn. There are no significant trends with the time of year. The early-evening and late-morning
Peak FCF observations deviate significantly from the stable observations, while the Arcsecond FCFs remain largely unchanged
with a small increase in the uncertainty in the evening and morning.

tainties in the observations are dominated by the ambi-
ent temperature increase and air stability decrease (see-
ing) when compared to night observations. In the after-
noon, the opening of the dome typically causes a faster
temperature decrease and hence more thermal deforma-
tions. As expected, the Arcsecond FCFs (bottom panels
of Figure 5) show a much weaker nightly trend as the
large-aperture photometry used to calculate these values
is more stable to beam deformation than the Gaussian
fits used to derive the Peak FCFs. With a 6000 diameter
aperture used for the photometry, only the secondary
(“error”) beam is a↵ected (see Section 5.1), which has a
small e↵ect on the data at all transmission bands of in-
terest. The 450 µm Arcsecond FCF uncertainties range

from 17% in the evening and morning to 14% in the sta-
ble part of the night, while the 850 µm Arcsecond FCF
uncertainties range from 6% in the stable part of the
night to 7% in the evening and morning.

Figure 6 shows the Peak FCF trends in detail for
evening, night, and morning observations of Uranus and
CRL 2688. In the evening, between 03:00 and 07:00
(UTC), a first-order correction to the instability in the
Peak FCFs caused by the settling dish can be derived by
bootstrap-fitting (1,000 iterations) a linear function of
the relative Peak FCF values over time. Such a cor-
rection indicates the Peak FCFs decrease at rates of
9.1±0.5% hr�1 and 3.2±0.1% hr�1 at 450 and 850 µm,
respectively. This is due to the peak flux increasing as



- 40minute observation of CRL2688, subdivided into 2.4, 4minute and 8 minute 
integrations to check variation within one observation.

FCF Variation Within One Observation
24 Mairs et al.
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Figure 11. Top: Normalized Arcsecond (left) and Peak (right) FCFs derived for ⇠ 2.4 minute (circles), 4 minute (squares),
and 8 minute (stars) subsections of the raw data for a single, 40 minute, 850 µm observation of CRL 2688. The data were taken
with ⌧225 ⇠ 0.3 and Airmass ranging between 1.18 � 1.31. Solid, horizontal lines are shown at a value of 1.0 to represent the
normalized median FCF values. Bottom: The normalised 850 µm peak fluxes of Uranus (blue circles) and CRL 2688 (gray
triangles) as a function of atmospheric transmission. The peak-flux response of the primary calibrator Uranus is flat across the
full transmission range whereas the peak flux of CRL 2688 is over-corrected below a transmission of 25%.

well described by this model and low-lying variations
in weather conditions with scale heights comparable to
several times the height of the JCMT facility compli-
cate the matter further. In addition, the calibration of
the water-vapor monitor brightness temperatures and
the parabolic fit used to estimate the properties of the
183 GHz water line introduce uncertainties in the PWV
measured for use in the extinction correction. Subtle at-
mospheric e↵ects such as the submillimeter seeing, wind
speed, ambient-temperature changes, and humidity will
all contribute lower-level contributions to beam distor-
tions and, subsequently, flux measurements. Measuring
fluxes by fitting the peak of a compact source will be
a↵ected more than measurements performed using aper-
ture photometry as each of the more subtle atmospheric
e↵ects works to dilute the main-beam flux.

The GORE-TEX™ membrane that protects the dish
from the high-altitude elements is not 100% transmis-

sive at submillimeter wavelengths. During the commis-
sioning of the POL-2 instrument, the membrane was re-
moved in order to increase the sensitivity at 450 µm and
to better understand its a↵ect on the instrumental polar-
isation (IP). The weather conditions that allow for the
JCMT to observe while the membrane is removed are
pristine and limited. A provisional analysis of calibra-
tor observations observed during the membrane removal
suggests a decrease in 850 µm Peak FCF values by 6–7%
and a decrease in 850 µm Arcsecond FCF values by 4–
5%. The uncertainty, however, is increased as the dish
is exposed and unstable due to wind16. At 450 µm, the
increase in flux uncertainty masked any improvement in
sensitivity due to the removal of the membrane.

16
While the membrane is removed, the maximum wind speed dur-

ing which the JCMT can operate is 18 mph.



- Use Starlink 2021A! This latest release should apply the correct date-dependent FCFs when 
you reduce your data with ORAC-DR, and will use the new updated opacity corrections. 

- Generally, start with the newly updated standard FCFs, with their error range. 

-  Determine how accurate you need to know the FCF and its uncertainty for your science 
(within feasibility!)  

-  You can check FCFs on a given night to check telescope performance, but large scatter 
means we DO NOT recommend using the FCF from the closest-in-time calibrator 
observation(s).  

- If you need to apply time-dependent (i.e. varying with time of night) FCFs you will currently 
have to apply these yourself; contact the observatory if you need help with this. 

- Check the effect of your data reduction. Use simulated sources (similar to your science 
sources, and at similar positions in the map), and reducing calibrator data with your DR 
method.  

How To Apply to Your Data



Heterodyne Calibration (HARP & Nāmakanui)



- Raw heterodyne data are downloaded in units of T*A, corrected antenna temperature, in 
Kelvin 

- This scale is calibrated using measurements of hot &/or cold loads with knowledge of 
sky & ambient temperatures (and for UU also the WVM data) 

- Corrected for: 

- Atmospheric attenuation 

- Scattering 

- Rearward spillover (portion of beam not looking at source) 

- Not corrected for: Basic telescope/instrument efficiency!

Applied by the Instrument



- To convert the raw values to T*A we use the system temperature. 

- To obtain the system temperature for ‘Ū‘ū the following method is used: 

-  we apply chopper wheel calibration using blank sky, an ambient load and a 
measurement of the atmospheric opacity during the observation. 

- Opacity at 225 GHz is taken from the 186 GHz water vapor radiometer at JCMT 

- (assumes that the opacity does not significantly vary by frequency across ‘Ū‘ū 
frequency range.) 

- See Mizuni et al 2020 from SPIE (https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..
3TM/abstract)

‘Ū‘ū  Instrument Calibration

https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract
https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract
https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract
https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract
https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract
https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract
https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract
https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract
https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract
https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract
https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract
https://ui.adsabs.harvard.edu/abs/2020SPIE11453E..3TM/abstract


- Normally you will need to convert from the telescope specific T*A temperature scale to a 
more scientifically useful: TMB or TR* 

- Main Beam Temperature: uses ηMB, the main beam efficiency 

- Radiation Temperature (TR*): uses ηFSS 

- Note that different telescopes/papers may use different  
nomenclature or slightly different definitions.  

- See e.g. Kutner & Ulich, 1981

After Observing



- Main beam temperature:  TMB = T*A  / ηMB.   

- ηMB is the efficiency of the main beam of the instrument/telescope combination, as  
found by measuring a source of similar size to the beam (Jupiter, Uranus or Mars). 

-  Most appropriate for point sources. 

- Radiation Temperature: TR* =T*A/ ηFSS.    

- ηFSS is the efficiency of the entire telescope beam, including the sidelobes, as found  
by measuring the intensity from a source much larger than the beam (e.g. the  
moon). 

-  Most appropriate for large sources filling the whole beam, otherwise a correction  
for source filling factor should be applied.  

- Many sources are intermediate between these two extremes (e.g. clumpy  
molecular clouds), so the best choice of calibration is a decision by the  scientist.

Temperature Scales



- To convert to point source flux density:  

- (e.g. flux density equivalent of TMB)  

- Conversion uses the aperture efficiency ηA  .  

-  ηA  is calculated from the same data as ηMB.   

-  For a 15m dish, the conversion factor is:  S(Jy) = 15.6 T*A(K) / ηA

Flux Density



- 1)Get observations and calibrations, reduce all with ORACDR.  

- 2)Check data quality & fix/consult as necessary. 

- (HARP rasters: check if flatfield fix required/possible.) 

-  3)Check calibration result is within expected value +/ scatter. 
If answer is NO: read obslogs and consult observatory for further help!  

- 4)Select final temperature/flux scale (TMB, TR*, Flux density).  

- 5)Look up and apply appropriate efficiency. 

- Remember to include calibration uncertainty to your overall uncertainty estimation,  
if required.

Best Practices



Example Variation (HARP Spectral Standard)

2017-2-14  SF Graves – Heterodyne Calibration 5/32

1)While Observing

HARP CRL 2688 CO 3-2



Example Variation: HARP ηMB

2017-2-14  SF Graves – Heterodyne Calibration 17/32

2) After Observing

 ηMB for HARP

(Daytime observations are shown in orange)



- We recommend checking the spectral standard and  
heterodyne planetary observations from the same night as your data  
to see if they are reasonable. 

-  Look at shift comments and obslog comments on JCMTCAL  
observations, along with the ORACDR logs. 

- For archival data, you can download proposal=JCMTCAL 
observations from that night.  

- If you see issues please contact your support scientist  
directly, or the observatory via:  helpdesk@eaobservatory.org

Best Practices: When There Are Issues


